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ABSTRACT
GPUhardware is vastly underutilized. Even resource-intensive
AI applications have diverse resource profiles that often leave
parts of GPUs idle. While colocating applications can im-
prove utilization, current spatial sharing systems lack perfor-
mance guarantees. Providing predictable performance guar-
antees requires a deep understanding of how applications
contend for shared GPU resources such as block schedulers,
compute units, L1/L2 caches, and memory bandwidth. We
propose a methodology to profile resource interference of
GPU kernels across these dimensions and discuss how to
build GPU schedulers that provide strict performance guar-
antees while colocating applications to minimize cost.

1 INTRODUCTION
Graphics Processing Units (GPUs) are widely used for appli-
cations like AI training and inference to maximize perfor-
mance per Watt. However, GPUs are expensive and power-
hungry, with AI workloads’ power needs composing a signif-
icant percentage of datacenter grids [38, 40, 42]. To minimize
total cost of ownership and make optimal use of the limited
power budget, users should operate GPU clusters at high uti-
lization. Yet many recent studies show that GPUs are vastly
underutilized [6, 8, 9, 15, 43, 45, 48, 57]. Even when serving
GB-scale LLMswith large batch sizes, someGPU components
may be idle as resource requirements vary across compute
vs. memory intensive phases of a job [12, 59]. For example,
Microsoft reports less than 10% compute utilization during
the memory-bound decoding phase of serving the Llama3-8B
model on A100 GPUs [12]. GPUs can also be underutilized
due to small batch sizes, communication, data preprocessing
bottlenecks, and checkpointing [6, 7, 54].

GPU utilization can be improved with spatial colocation of
multiple applications, that is, allowing more than one work-
load to execute on a GPU concurrently [8, 9, 13, 15, 41, 43, 57].
However, colocating applications leads to interference; this
resource contention increases the execution time of individ-
ual GPU kernels. While prior GPU schedulers that support

spatial sharing aim to minimize interference, no system cur-
rently provides reliable performance guarantees. Most sys-
tems rely on limited metrics to evaluate GPU resource utiliza-
tion and define colocation strategies. For example, Orion [43]
uses the SM utilization and roofline models of individual ker-
nels to colocate kernels with complementary resource pro-
files. Usher [41] considers each kernel’s achieved occupancy
as an indicator of the kernel’s computational requirements,
and requires the sum of achieved occupancy values to be
lower than 100% for colocation. However, as we show in §3,
these state-of-the-art systems oversimplify GPU utilization
and interference modeling, resulting in colocation decisions
that can significantly degrade application performance.
Inspired by Ousterhout’s advice to always measure one

level deeper [37] and the iBench [5] microbenchmark suite
for quantifying interference on datacenter CPU servers, we
conduct a series of experiments to more deeply understand
GPU utilization and its role in the design of GPU scheduling
systems. GPUs are inherently heterogeneous, comprising var-
ious components such as streaming multiprocessors, warp
schedulers, tensor cores, high-bandwidth memory, caches,
and register files. We use microbenchmarks1 to demonstrate
the different resources where interference can occur, and
explain how users can identify whether a kernel is suscep-
tible to each kind of interference. Finally, we discuss how
our insights pave the way to designing software and hard-
ware GPU schedulers that effectively colocate applications to
reduce cost while providing strict performance guarantees.

2 BACKGROUND
We describe the internal architecture of GPUs, introducing
terminology and utilization metrics that we will refer to later.

2.1 GPU hardware overview
GPU architecture: Figure 1 depicts a modern GPU.2 GPUs
consist of multiple clusters of Streaming Multiprocessors
(SMs). Each SM consists of subpartitions (SMSP) that contain

1Our code is available at https://github.com/eth-easl/gpu-util-interference
2We focus on NVIDIA GPUs and terminology in this paper. AMD GPUs
follow similar architecture [1], and provide tools such as Omniperf to get
insights about kernels’ execution [2].
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a warp scheduler (which can schedule 32 threads/cycle), an
L0 instruction cache, a register file, and various compute
units for different data types (e.g., int32, fp32) and different
operations, referred to as pipelines (e.g., tensor cores) [36].
The mapping of pipelines to compute units is hidden from
users, though there have been attempts to reverse engineer
it [18, 23, 24, 32]. The GPU also contains a main memory,
shared by all SMs, and accessed through a two-level on-chip
cache hierarchy. The L2 cache is shared across all SMs, while
the L1 cache is private to each SM and shared among its
subpartitions. The L1 cache can partially be configured as
software-defined shared memory [22].
Threads, blocks, and warps. GPU programs consist of

CUDA kernels, which are executed by one or more GPU
threads [20]. From a software perspective, GPU threads are
grouped into blocks, which are arranged in a grid. Each
thread has access to a set of registers and shared memory
for its whole lifetime. Threads in a block can communicate
through shared memory and can synchronize using barriers
or other atomic operations. At the hardware level, the GPU
executes threads in groups called warps, typically consist-
ing of 32 threads. Each kernel is associated with a CUDA
stream, which defines sequential execution of operations.
If enough resources are available, kernels launched from
multiple streams can execute concurrently.

GPU scheduling: NVIDIA GPUs schedule kernels at mul-
tiple levels. First, the thread block scheduler will map thread
blocks to SMs. A block remains on an SM until all its threads
complete execution. Scheduling is constrained by SM re-
source limits (max number of blocks, threads, registers, and
shared memory). A block will be scheduled on an SM only
if that SM has enough resources left to accommodate all
threads of that block. Once a block is scheduled on an SM,
its warps are assigned to one of the subpartitions and are
considered active. Second, at the subpartition level, active
warps are divided into eligible and stalled warps based on
their ability to issue an instruction. A warp is eligible if its
instruction has been fetched, all dependencies are met, and
the required functional units are available. Each clock cycle,
the warp scheduler in each subpartition chooses one eligible
warp and schedules one or more instructions from that warp.

2.2 Utilization metrics
We describe several GPU utilization metrics reported by
NVIDIA tools such as Nsight Compute (NCU) [25].
GPU utilization from nvidia-smi/NVML [28, 30] de-

picts the percentage of time a kernel is active on a GPU,
without revealing how well this kernel utilizes the various
GPU resources. This metric is used by various works [3, 10,
46, 50, 51].

Figure 1: Simplified diagram of an NVIDIA GPU (based
on an H100), focusing on a Streaming Multiprocessor.

SM utilization refers to the amount of SMs needed by a
kernel, and can be found by taking into account the kernel’s
grid size, block size, registers/thread, shared memory/thread
and the respective SM thresholds of a GPU (as explained in
2.1). Orion [43] and REEF [9] use this metric.

Arithmetic intensity refers to the ratio of floating-point
operations to total data movement, and can be found using
NCU’s roofline model [31]. Orion [43] uses this metric to
classify kernels as compute-bound or memory-bound.

Achieved Occupancy measures how many active warps
exist per SM per clock cycle on average [33, 35] and is ob-
tained by NCU, using the sm__warps_active.avg.pct_of_
peak_sustained_active metric. It is used by Usher [41].

Pipe utilization captures the utilization of GPU pipelines
(FMA, Tensor Cores, etc). We take the sm__inst_executed
_pipe_*.avg.pct_of_peak_sustained_activemetric from
NCU (where * indicates the pipeline, e.g. fma, tensor). It ex-
presses how effectively a pipeline is used (when executing
at least one warp) relative to its peak capability, averaged
across all SMs that executed at least one warp.
Issued instructions per cycle (IPC): The NCU met-

ric sm__inst_issued.avg.per_cycle_active (also called
IPC [34]) represents the number of warp instructions issued
per cycle per SM. This metric averages IPC across all ac-
tive SMs (i.e., SMs that have at least one warp scheduled
on them). Our GPUs have 4 subpartitions per SM, and each
subpartition has a warp scheduler capable of issuing one
warp instruction per cycle, i.e the maximum IPC per SM is 4.

GPU workload distribution: The sm__cycles_active
.[avg/min/max]metric from NCUmeasures the cycles with
at least one active warp per SM, assessing kernel execution
balance across SMs. Large discrepancies between average,
minimum, and maximum values indicate unbalanced GPU
utilization, with SMs idling. Metrics as IPC, pipe utilization
and achieved occupancy should be combined with workload
distribution to ensure balanced workload partitioning.
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3 PITFALLS OF GPU SCHEDULERS
Multiple GPU schedulers aim to improve utilization by colo-
catingworkloads. Temporal-sharing schedulers, such as Clock-
work [8], Gandiva [47], Salus [52], Antman [48], and TGS [46]
execute oneworkload at a time to avoid resource interference,
but fail to address single-workload GPU underutilization,
and can cause severe queuing delays [43]. In contrast, spatial
sharing systems such as Usher [41], Orion [43], REEF [9],
Igniter [49], Missile [53], and Zico [14] allow concurrent
workload execution, and propose strategies to minimize in-
terference. We identify common pitfalls in state-of-the-art
GPU schedulers, caused by their reliance on only a subset of
GPU metrics, leading to a lack of performance guarantees.
Pitfall 1: Not taking IPC into account: The issued in-

structions per cycle (IPC) metric (see §2.2) measures warp
scheduler utilization. Ignoring IPC can lead to severe inter-
ference. We illustrate the significance of IPC using the Orion
scheduler [43] as an example. Orion colocates kernels with
complementary resource profiles (i.e., compute vs. memory
bound kernels), which it determines based on arithmetic in-
tensity. While arithmetic intensity correlates with IPC, Orion
overlooks cases where a compute kernel’s IPC is too high
and will interfere with any other colocated kernel.

To demonstrate this, we use a compute and a copy kernel,
which perform independent element-wise fp32 multiplica-
tion and array copying, respectively, for several iterations.
We use a 4096-byte input array for compute and a 4GB input
and output array for copy. We tune the number of iterations
so that the two kernels have similar execution times. We
launch the kernels with 132 blocks and 1024 threads/block.
Using NCU, we confirm that compute is compute-bound and
copy is memory-bound, thus Orion would colocate them,
expecting low interference. However, we observe that the ex-
ecution time of copy doubles under colocation. NCU shows
that compute has an IPC of 4, which leads to warp scheduling
interference, as we will detail in §4.2.2.
Pitfall 2: Relying on achieved occupancy: Another

pitfall is relying on a single metric, such as achieved occu-
pancy, to assess a kernel’s compute requirements. Achieved
occupancy can be misleading, as a kernel can saturate GPU
resources even with low achieved occupancy. For instance,
Usher [41] colocates two kernels if the sum of achieved oc-
cupancy values is < 100%. As a counterexample, we launch
two instances of the compute kernel (same as the previous
example), with 132 blocks and 128 threads/block per ker-
nel. NCU reports an achieved occupancy of 6.25% per ker-
nel, suggesting that colocation should not result in perfor-
mance degradation. We show two counter-examples. First,
we follow Usher’s suggestion of constraining each kernel to
a percentage of SMs equal to its achieved occupancy. Thus,
we limit each kernel to 6.25% of the GPU SMs, setting the

NVIDIA GPU Num SMs CUDA version Driver version

H100 NVL [27] 132 12.5 555.42.06
GeForce RTX3090 [19] 82 12.6 560.35.03

Table 1: Hardware Setup used in all experiments.

CUDA_MPS_ACTIVE_THREAD_PERCENTAGE [17] variable. We
observe a 15.8× increase in each kernel’s latency indicat-
ing that the number of SMs needed is not aligned with the
achieved occupancy. Second, we run both kernels concur-
rently with the same launch configuration in separate CUDA
streams and let them use all available SMs. We observe a
1.85× increase in each kernel’s latency, despite their low
achieved occupancy. These examples indicate that predict-
ing interference and required compute resources based only
on the number of active warps is not sufficient.

We demonstrated two key pitfalls in state-of-the-art sched-
ulers, but to our knowledge, the problem of focusing on only
a subset of GPU resources is common among all schedulers.
For example, REEF [9] considers only SM utilization but
overlooks L2 cache or memory bandwidth interference (see
§4.1). Approaches relying on nvidia-smi to measure GPU
utilization [3, 10, 46, 50, 51] might falsely consider a GPU
fully utilized even if only a single SM is occupied. These
observations raise the question: how to accurately measure
GPU utilization and estimate interference?

4 GPU INTERFERENCE ANALYSIS
We highlight the main GPU resources where interference
can occur, both across SMs (§4.1) and within an SM (§4.2). An
interference-aware GPU scheduler should take all these re-
sources into account to give reliable performance guarantees.
We demonstrate interference at each level with microbench-
marks, and explain how users can identify whether a kernel
is susceptible to this kind of interference. Finally, we show
an example of how our methodology can identify which
types of interference a real kernel from a representative AI
workload is susceptible to (§4.3). Table 1 shows our hardware
setup. Unless otherwise stated, all experiments use CUDA
streams [16] for colocating two kernels on the GPU.

4.1 Inter-SM interference
4.1.1 Block scheduler interference. As described in §2, the
block scheduler assigns blocks to SMs, as long as they meet
all resource constraints. When any of these SM resources
are insufficient, it schedules blocks sequentially as resources
free up, increasing latency. We demonstrate this on an H100
GPU using a kernel that iteratively calls the nanosleep func-
tion [21]. We launch two instances of this kernel, each with
1024 threads per block (allowing each SM to host up to 2

3
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Figure 2: L2 cache interference on an H100

blocks). NCU reveals low IPC (< 0.2) and pipe utilization
for each kernel. With 132 thread blocks per kernel, the two
kernels execute in different streams with perfect overlap,
showing no interference. However, when launching with
264 thread blocks per kernel, the colocated kernel latency
matches the sequential kernel latency, despite the kernel’s
minimal resource usage. This is due to a single kernel sat-
urating the 2048 threads/SM limit on the H100, preventing
concurrent block execution between kernels. The metrics
launch__occupancy_limit_[blocks/warps/registers/
shared_mem] in NCU provide insights into a kernel’s sus-
ceptibility to block scheduler interference.

4.1.2 L2 cache interference. To examine interference in the
L2 cache (shared between SMs), we colocate two instances of
the copy kernel (from §3) on the H100, each using 66 thread
blocks and 1024 threads. This allows both kernels to run
on separate SMs, eliminating intra-SM interference. Figure
2 shows the slowdown of the copy kernel when colocated
compared to running alone as array size increases. For small
arrays, colocation causes minimal performance impact. How-
ever, the slowdown increases until an array size of 22.5MB,
reaching 1.79×, indicating L2 cache interference. After this
point, the kernel’s L2 cache hit rate in isolation starts to
drop significantly, meaning that the kernel will have to go
through main memory due to L2 cache misses. This reduces
the impact of additional L2 contention, caused by colocation.
This is why the slowdown is reduced after that point.

We observe a correlation between L2 cache hit rate and
susceptibility to L2 cache interference. Thus, for identifying
a kernel’s sensitivity to L2 cache interference, the L2 hit rate
from NCU (lts__t_sector_hit_rate.pct) can be used.

4.1.3 Memory bandwidth interference. To examine memory
bandwidth interference, we colocate two instances of the
copy kernel in separate processes, each copying a 4GB input
array (exceeding L2 cache size).We useMPS to allocate a non-
overlapping set of 50% of SMs to each process to eliminate
intra-SM interference. Table 2 shows the slowdown of the
copy kernel compared to running alone as we increase the

Thread Blocks / Kernel H100 33 66 99 132

Memory Bandwidth Utilization [%] 21.33 40.12 55.06 69.18
Slowdown [col/alone] 1.06 1.14 1.23 1.36

Thread Blocks / Kernel RTX3090 10 20 40 80

Memory Bandwidth Utilization [%] 24.48 45.34 71.96 90.69
Slowdown [col/alone] 1.06 1.27 1.61 1.91

Table 2: Memory Bandwidth Interference. Slowdown
of copy kernel under colocation over running alone on
H100/RTX3090 on 50% of the SMs using MPS. Reported
Memory Bandwidth Utilization is relative to the high-
est actual achieved memory bandwidth.

number of thread blocks. 3 On the RTX3090, a single process
achieves up to 90% of the max memory bandwidth when run
alone. It suffers from an approximate 1.9× slowdown when
colocated. On the H100, a single process achieves around
69% of the max memory bandwidth, and suffers from a 1.36×
slowdown when colocated. Thus, despite kernels running on
distinct sets of SMs, theymay suffer frommemory bandwidth
interference, as found in prior works [13, 43, 53].

NCU’s memory bandwidth utilization metric follows our
measured utilization trends (i.e. increases with grid size), but
is lower (e.g. 42% with 132 blocks on the H100), due to the
actual achieved maximum memory bandwidth being lower
than the theoretical. We recommend using our microbench-
mark to identify if a kernel is susceptible to memory band-
width interference, as NCU might underestimate a kernel’s
memory bandwidth usage.

4.2 Intra-SM interference
4.2.1 L1 Cache Interference. The L1 cache, shared among
SM subpartitions, can create contention between colocated
kernels. To demonstrate this, we colocate two instances of
the copy kernel. We make sure each thread block accesses
memory aligned to 256KB.4 Figure 3 shows the average la-
tency for colocated or sequential execution of two kernels.
We launch them with 132 thread blocks and 64 threads per
block each, to ensure that no two warps run on the same
SMSP thereby eliminating any source of interference from
within the SMSP. Colocation is beneficial over sequential exe-
cution for arrays smaller than 64KB, but not when input and
output arrays exceed the L1 cache (256KB). Sequential exe-
cution sees an inflection at 108KB, while colocation shows it
at the half point (54KB) due to processing double the data.
Thus, kernel colocation can substantially increase L1 cache
misses and lead to performance degradation. To detect if a

3Setting an MPS share of 50% on the RTX3090 will result in 40 SMs available
to the process.
4The unified L1 cache size on the H100.
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Figure 3: L1 cache interference on an H100

𝑆1 𝑆2 𝑆3 𝑆4 𝑆5

IPC compute [instr/cycle/SM] 1.08 2.06 2.9 3.45 4
Speedup [seq/col] 1.915 1.896 1.893 1.65 1.001

Table 3: IPC Interference on H100. Speedup of colocat-
ing copy and compute over running them sequentially.

kernel is susceptible to L1 cache interference, a user can look
at the L1 cache hit rate (l1tex__t_sector_hit_rate.pct).

4.2.2 IPC interference. We demonstrate how the architec-
tural limit of 4 instr/cycle/SM can become a bottleneck, using
the copy kernel and modified versions of the compute kernel
across five scenarios, shown in Table 3. copy processes a 4GB
array using 132 thread blocks and 1024 threads per block,
maintaining an IPC of 0.61 across all scenarios. In scenarios
𝑆1-𝑆4 we increase Instruction Level Parallelism (ILP) for the
compute kernel from 1 to 4 independent __fmul_rn[29] op-
erations and launch it with 132 blocks and 128 threads/block,
ensuring one warp per SMSP. 𝑆5 maintains four operations
but doubles the thread count to 256. Higher ILP or increased
threads per block increase IPC. We adjusted iteration counts
for comparable colocated runtimes across all scenarios. Table
3 shows a colocation speedup of 1.9× while the aggregated
IPC remains below 4. However, the speedup diminishes in 𝑆4,
when 𝐼𝑃𝐶 > 4, disappearing entirely in 𝑆5 (the Orion exam-
ple from §3). This demonstrates warp scheduler interference
between compute-bound andmemory-bound kernels despite
their distinct resource dependencies.

4.2.3 Pipeline interference. To demonstrate pipeline inter-
ference, we modify our compute kernel to utilize fp64 mul-
tiplication __dmul_rn [26]. We examine scenarios 𝑆1 to 𝑆4
increasing ILP from one to four. We colocate two kernel in-
stances, each with 132 thread blocks and 128 threads per
block, ensuring one warp per kernel on each SMSP. Table
4 shows that when the aggregated FP64 pipeline utilization
remains below 100% (𝑆1 and 𝑆2), colocation achieves a nearly
2× speedup. However, the speedup decreases significantly
as utilization exceeds 100% (𝑆3 and 𝑆4), despite IPC not be-
ing a bottleneck. Each kernel’s achieved occupancy is 6.25%

𝑆1 𝑆2 𝑆3 𝑆4

IPC compute [instr/cycle/SM] 0.51 1.02 1.53 2.01
FP64 Pipe Utilization [%] 24.96 49.32 72.99 96.59
Speedup [seq/col] 1.988 1.977 1.356 1.018

Table 4: Pipeline Interference. Speedup of colocating
two FP64 compute kernels over running them sequen-
tially on H100. IPC and FP64 Pipe Utilization corre-
spond to profiling compute in isolation.

in all scenarios. This shows why the metric alone is insuf-
ficient for colocation decisions, as it fails to capture how
effectively even small warp counts can saturate specific GPU
components, as shown in §3 with the Usher example.

4.3 Example with real ML kernel
In §4.1 and §4.2, we used microbenchmarks to stress specific
GPU resources and demonstrate interference at different
levels. We now show that we can apply our methodology to
any CUDA kernel, including kernels from real ML workloads.
We analyze the torch.mm function, a widely-used Py-

Torch operator for matrix-matrix multiplication in ML work-
loads [39]. This operator invokes a cuBLAS GEMM kernel,
whose grid and block size depend on the input tensors’ di-
mensions, and its code is closed-source.
Using input tensors of 4 MB each, results in the kernel

being launched with 128 blocks and 128 threads/block. We
verified in NCU that the launch configuration as well as
shared memory/register usage allow blocks from two kernel
instances to run concurrently. NCU profiling shows an IPC
of 3.0 and 60% FMA pipeline utilization per kernel, thus
we anticipate intra-SM interference due to high IPC and
pipeline utilization. Indeed, when the kernels are colocated,
each kernel’s latency increases by 1.7×.

5 RESEARCH OUTLOOK
Towards an interference-aware GPU scheduler: Our
methodology for identifyingmulti-dimensional GPU resource
contention can be applied to implement an interference-
aware GPU scheduler that overcomes the pitfalls of related
work and provides strict performance guarantees. The first
step is to develop a kernel-level interference estimator to pre-
dict the performance of kernels under colocation. For each
workload, the estimator can collect each kernel’s metrics and
resource sensitivity as outlined in §4. The estimator can then
predict each kernel’s slowdown due to interference at each
resource. Existing interference estimators only take a subset
of interference sources into account [49, 56]. Themis [55]
and GPUPool [44] consider many of the resources outlined
in §4, but treat them as a black-box input to an ML model,
and present their analysis and evaluation only in simulation.

5



Instead, we demonstrated interference caused by contention
for these resources on high-end NVIDIA GPUs.
The kernel-level estimator provides a foundation for im-

plementing a workload-level interference estimator that can
predict a job’s interference sensitivity. The ultimate goal is a
GPU scheduler that colocates jobs based on the workload in-
terference estimator. The scheduler should take into account
factors such as RPS, SLOs, and queueing delays to come up
with optimal colocation policies that satisfy user objectives.

Hardwarewishlist forGPU spatial sharing:The closed-
source nature of NVIDIA GPUs limits user control over ker-
nel execution as various hardware mechanisms are a black
box. Exposing some hardware features can help program-
mers take better control of the GPU. Better intra-SM visibility
is needed, providing insights into the warp scheduling al-
gorithm and the mapping of instructions to physical cores.
Additionally, a programmer-friendly way to partition SMs
and DRAM channels at the kernel level canmitigate intra-SM
and DRAM bandwidth interference. While MPS allows limit-
ing applications to a set of SMs, it is quite inelastic due to its
coarse granularity (whole workload) [17]. Related work pro-
poses limiting a kernel’s blocks to specific SMs and DRAM
channels (or alter the grid size), but they are code-intrusive
and unsuitable for ML workloads with closed-source ker-
nels [4, 11, 53, 58]. Finally, enabling kernel preemptibility
could improve kernel colocation, especially in real-time tasks,
as shown by REEF [9] for AMD GPUs.

6 CONCLUSION
We highlight common pitfalls of state-of-the-art GPU sched-
ulers and propose a methodology for characterizing utiliza-
tion across heterogeneous GPU components and analyzing
interference. Based on these insights, we outline a research
agenda and hardware requirements for achieving spatial
GPU sharing with strict performance guarantees.
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